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Why decentralization?

Plus: 

No single control point

Make use of all resources

Difficulty:

Create a system that is reliable

Create the consistency of a centralized system in the context of a decentralized one.  



What makes a decentralized 
network successful?

Electric grid: socket for plugging in. Web1 and Web2: transport TCP/IP or UDP socket

TCP/IP



An abstraction that makes a network look like a dedicated resource

Electric grid: dedicated battery Web1 and Web2: dedicated link

What is a socket?

Web 2 network

Multihop connection
TCP/IP
Virtual link

Source 1

Source 2

Machine Node 1 Node 2

Web 2 network



The Optimum Data Socket (ODS) emulates memory read/write access in a dedicated machine 
in a permissionless, decentralized system.

What abstraction for Web3?

User
Flex Sync

Block

Multihop connection
Web3 network

Flex 
Node

Flex 
Node

Flex 
Node



write_block
(block_id)

write_
transaction()

get_latest
_blocks()

is_block
_avail(id)

get_block
(block_id)

WritesReads

Optimum Data Socket Calls
Networking x Storage

Elementary calls to and from memory in a machine.



- Data reads and writes as on a single dedicated computer memory: Atomicity 
- Dedicated data bus in our computer, correct read/write ordering: Consistency 
- Data is reliably maintained in our computer, despite crashes: Durability

This is the principle of Atomicity, Consistency, Durability (ACD)

https://en.wikipedia.org/wiki/ACID

 ATTIYA, H., BAR-NOY, A., AND DOLEV, D. Sharing memory robustly in message passing systems. Journal of the ACM 42(1) (1996), 124–142
 
 CADAMBE, V. R., LYNCH, N., MÉDARD, M., AND MUSIAL, P. A coded shared atomic memory algorithm for message passing architectures. In Network Computing and Applications (NCA), IEEE 13th International Symposium on (2014), pp. 253–260
 
 DUTTA, P., GUERRAOUI, R., AND LEVY, R. R. Optimistic erasure-coded distributed storage. In DISC ’08: Proceedings of the 22nd international symposium on Distributed Computing (Berlin, Heidelberg), Springer-Verlag, pp. 182–196.
 

What is memory access in a 
dedicated computer?

https://en.wikipedia.org/wiki/ACID


P3P1 P4P2 P5

Shards:

duplication/ missing pieces

Code: Any 5 mixtures will do 

RLNC only: composability

RLNC
Sharding Coding

/ P3P1 P4P2 P5

P1 P2 P3 P4 P5

Albebraic mixtures from pieces

P3P1 P4P2 P5

C2C1 C3 C4 C5

C6
HO, T., MEDARD, M., KOETTER, R., KARGER, D., EFFROS, M., SHI, J.,AND LEONG, B. A Random Linear Network Coding Approach to 
Multicast. In IEEE Transactions on Information Theory, 52:10 (2006), pp. 4413–4430



How durable?

Nodes
 randomly 

down

Blocks/ 

transactions

Blocks/ 

transactions

Stored in nodes

Durability

ABDRASHITOV, V. and MEDARD, M., Durable Network Coded Distributed Storage, Allerton 2015
ABDRASHITOV, V. and MEDARD, M., Staying Alive - Network Coding for Data Persistence in Volatile Networks, IEEE Asilomar 2016



Current Infra Optimum

Current Infra

Optimum

When reliability below 1, failure Cost implication

Dies at round 27 

Survive practically 
forever at low cost

Keep increasing

Constant over time 

Resources (memory, bandwidth)

Goal: keep data alive at low cost

Reliability 

Storage 
/ Memory

Bandwidth

FITZEK, F., TOTH, T., SZABADOS, A., PEDERSEN, M., LUCANI, D., SIPOS, M., CHARAF, H., AND MEDARD, M., Implementation and Performance Evaluation of Distributed Cloud Storage Solutions using 
Random Linear Network Coding, IEEE CoCoNet (2014)



Turning Web3 into a truly decentralized machine built on top of network coding

● ODS ensures ACD 

● FlexNodes ensure optimum use of memory and bandwidth 

Optimum



Need to emulate abstraction while allowing permissionless operation 

A few replication-based algorithms provide ACD and reconfiguration

 

Problem is cost:

• Replication cost
• Bandwidth cost
• Delay from keeping state

Use random linear network coding (RLNC) to:

• Make Optimum use of storage 
• Make Optimum use of bandwidth
• Remove state dependency

Then instantiate an ACD algorithm using coding

Creating ODS

AGUILERA, M. K., KEIDAR, I., MALKHI, D., AND SHRAER, A. Dynamic atomic storage without consensus. In 
Proceedings of the 28th ACM symposium on Principles of distributed computing (PODC ’09) (New York, 
NY, USA), ACM, pp. 17–25

JEHL, L., VITENBERG, R., AND MELING, H. Smartmerge: A new approach to reconfiguration for atomic 
storage. In International Symposium on Distributed Computing (2015), Springer, pp. 154–169

GILBERT, S., LYNCH, N., AND SHVARTSMAN, A. RAMBO II: Rapidly reconfigurable atomic memory for 
dynamic networks. In Proceedings of International Conference on Dependable Systems and Networks 
(DSN) (2003), pp. 259–268

NICOLAOU, N., CADAMBE, V., PRAKASH, N., TRIGEORGI,  A., KONWAR,  K., MEDARD, M., AND LYNCH, N. ARES: Adaptive, 
Reconfigurable, Erasure coded Atomic Storage. ACM Transactions on Storage (2022).



Optimum Data Socket

Application
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Data

Hardware
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ODS Data

Web3
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Light
node

Full Node

3 transmissions

3 blocks of memory for encoding 

because the code is composable

What We Do

(Smaller) Partial nodes via RLNC

- Lower cost: flexible node sizes

- Improve retrievability: Read faster & 
more cheaply

- Improve decentralization: Low barrier 
to running storage nodes

- Prevent breakdown

Benefit

Reduced node size

Durability

FlexNode

Spin up new node

ACEDANSKI, S., DEB, S., MEDARD, M., AND KOETTER, R., “How Good is Random Linear Coding Based Distributed 
Networked Storage?” IEEE Workshop on Network Coding, Theory, and Applications (2005).
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Why decentralization for Science?

Plus: 

Multiple data sets across the world, particularly for machine learning (ML)

Make use of all resources for computation

Difficulty:

Create a system that is reliable

Privacy concerns for data that is regulated or proprietary

Ensuring accuracy of computation

Create the consistency of a centralized system in the context of a decentralized one 

In computation often decentralization is difficult and the first step is distribution 



Learning from decentralized data

Theoretically not inefficient.  



Learning from decentralized data 
- deadlines

Coarser approximations are released at earlier stages than the full resolution



Federated learning -distributed



Federated learning -distributed
Use underlying redundancy both in data  and functions, and recover a sparse representation

Entropic surjectivity of a function  is how well it  can be compressed

D. Malak, A. Cohen and M. Médard, "How to Distribute Computation in Networks,"  IEEE INFOCOM 2022



Federated learning - online coded 
distributed 

Distribution Matching: Scheduling to match distribution 

of response time of workers to their coded assignment



Decentralized learning 
- neural network coding



Privacy



H. Esfahanizadeh W. Wu,  M. Ghobadi, R. Barzilay, M. Medard, “InfoShape: Task-based neural data shaping via mutual information,” IEEE ICASSP  2023.

Privacy



H. Esfahanizadeh W. Wu,  M. Ghobadi, R. Barzilay, M. Medard, “InfoShape: Task-based neural data shaping via mutual information,” IEEE ICASSP  2023.

Privacy



IoTeX 2.0
Modular Infra For DePIN

2024



Blockchains Landscape vs Real-World Economy

DeFi
Cryptocurrency

Global Real Estate

Gold

Global Stock Market

Real-world Economy

$80 billion $2 trillion $5.8 trillion $10.8 trillion $51 trillion $463 trillion

DePIN

$2.2 trillion

DePIN market TAM estimated at $2.2 Trillion 
according to Messari.





IoTeX 2.0: Modular Infra Connecting DePIN to Web3



IoTeX is now the third-largest 
DePIN ecosystem with 50+ 
DePIN projects utilizing IoTeX's 
modular tech stack.

The Blossoming DePIN Ecosystem on IoTeX



IoTeX DePIN Projects: Progress & Highlights



IoTeX 2.0 brings top-tier infrastructure partners 
incl. Filecoin, Irys, NEAR, Risc0, and Espresso 
to the IoTeX ecosystem. Integrations with The 
Graph and Streamr are ongoing and new DIMs 
are joining every week.

DePIN Infrastructure Modules (DIMs)



The IoTeX Ecosystem

Leads of Industry Consortiums & Standards Bodies:

Backed by Top Web3 & IoT Investors:

Team Background:

Advisors from:



Cities 
9+

Speakers
150+

Investors 
650+

Attendees 
7,000

Demos & Pitches
100+

Social Impressions 
1.1M

R3al World Previous Events Highlights

Denver
Mar 3, 2023

Singapore
Sep 13, 2023

HongKong
Apr 12, 2023

Tokyo
Apr 15, 2023

Austin
Apr 26, 2023

Paris
Jul 16, 2023

Denver Dubai
Feb 28, 2024 Apr 18, 2024

Austin
May 29, 2024

Bruxelles
Jul 8, 2024

Singapore
Sep 17, 2024



R3al World Previous Sponsors And Partners



Season 2Launching Partners

User Reach in Partnership with OKX, 
Bybit, more top-tier CEXs coming

50M+

COMING SOON

Make 100Million More - Get Goated 
season 2 
Total Rewards 100,000,000 $IOTX

Make 100Million More - Get Goated 
season 2 

Make 100Million More - Get Goated 
season 2 



Builders

Learn - docs.w3bstream.com

Build - docs.iotex.io/depin-infra-modules-
dim/w3bstream-depin-verification

Share - discord.gg/iotex

Follow Us

Share - discord.gg/iotex

Website - www.iotex.io

Twitter - @iotex_io




